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tools capable of understanding and predicting customer sentiment in real
time. However, current sentiment analysis methods often lack contextual
depth and predictive capability, limiting their practical value for decision-
making. This study aims to develop and validate an integrated analytical
framework that combines diagnostic and predictive analytics for logistics
performance evaluation. The framework integrates a fine-tuned IndoBERT
model for sentiment classification and a Prophet model for time-series
forecasting, allowing the analysis of user reviews while accounting for
external service disruptions. Empirical validation was conducted using 924
user reviews from the PosAja! application by PT Pos Indonesia. The
IndoBERT model achieved an impressive 99.5% accuracy, effectively
identifying two main complaint categories: application functionality issues
and delivery delays. The Prophet forecasting component successfully
modeled sentiment trends, revealing spikes in negative sentiment that
strongly correlated with technical service disruptions, such as COD feature
failures and server maintenance. The results confirm the framework’s
robustness in both diagnosing and forecasting sentiment dynamics. User
sentiment proved to be a sensitive real-time indicator of service stability and
operational performance. The validated IndoBERT-Prophet hybrid
framework provides a novel, data-driven approach for proactive decision-
making and continuous service improvement in the logistics industry.

This is an open-access article under the CC-BY-SA license.

1. Introduction

The logistics service sector plays a vital role in supporting global economic activities, especially
amidst rapid technological advancement and the ongoing Industrial Revolution 4.0. Intense
competition compels companies to innovate and continuously improve service quality to meet
increasingly complex customer needs (Winkelhaus & Grosse, 2020). In Indonesia, empirical studies
have confirmed that logistics service quality strongly influences customer satisfaction and loyalty
(Khairi & Cahyadi, 2023). Thus, evaluating digital service quality to maintain customer satisfaction
has become an essential topic for companies like PT Pos Indonesia (Damanik et al., 2025; Maulana et

al., 2025).
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This competitive landscape is heavily influenced by the rapid growth of e-commerce, which has
significantly transformed consumer behavior in Indonesia (E Mulyati et al., 2025). Reviews generated
from these transactions are crucial because online word of mouth has been proven to directly influence
consumer perceptions and purchasing decisions (Alnoor et al., 2024; Handoyo, 2024; Wahyuningjati
& Purwanto, 2024). Furthermore, feedback from digital platforms is a key driver for evaluating and
improving supply chain and logistics service performance (Suali et al., 2024; Tan et al., 2024). This
phenomenon is supported by technological advancement and increasing internet penetration (Apriani
et al., 2021). The resulting surge in online transactions has led to the flourishing of businesses in the
courier service industry, which has begun to experience increasingly tight competition (Mulyati &
Hamidin, 2022).

The method of goods delivery, as a result of increasing e-commerce transactions, has led to the
flourishing of businesses in the courier service industry. The courier service industry has begun to
experience increasingly tight competition since the emergence of various courier service providers
(Mulyati & Hamidin, 2022). According to the 2025 Top Brand Index for Courier Services in
Indonesia, the courier service market is experiencing significant growth, driven by the corporate
sector, which includes central and regional governments, companies, and various industries.

COURIER SERVICES

Brand TBI
J&T Express 33.30%
JNE Express 29.10%
TIKI 10.60%
Pos Indonesia 7.30%
DHL 7.20%

Fig. 1. Top Brand Index of Courier Services in Indonesia in 2025
Source: https://www.topbrand-award.com

Based on Fig. 1, This intense competition presents challenges for established players like PT Pos
Indonesia. Market data from the 2025 Top Brand Index shows that while the company maintains a
presence (7.3%), it ranks fourth behind major competitors J&T Express (33.3%), JNE Express
(29.1%), and TIKI (10.6%), highlighting the competitive pressure in the traditional courier market.

In the digital domain, the challenge is even greater, as shown in Table 1. PT Pos Indonesia's
official application, PosAja!, demonstrates significantly lower user adoption (500 thousand+
downloads) compared to competitors like J&T Express (50 million+) and My JNE (5 million+). This
gap in digital market penetration signals potential issues in meeting user expectations and serves as a
relevant case study to validate the need for more advanced analytical frameworks capable of
diagnosing and addressing user sentiment effectively within the competitive Indonesian logistics
landscape.

Despite periodic updates to the PosAja! application, negative user sentiments and low-star ratings
remain consistently high. This recurring pattern suggests a fundamental misalignment between
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developer improvements and user expectations, indirectly affecting the company’s operational and
logistics performance (Septyarani & Nurhadi, 2023). While previous studies have attempted to
analyze user feedback using classical machine learning techniques like Support Vector Machine
(SVM) (Alemerien et al., 2024; Guido et al., 2024; Obiedat et al., 2022; Sukma Rukmana & Wiwik
Handayani, 2023; Talaat, 2023), these methods face significant limitations. Firstly, models like SVM
struggle to capture complex contextual nuances in user reviews due to their reliance on "bag-of-words"
representations, making them less effective in interpreting negation, sarcasm, or intricate linguistic
structures. More critically, these traditional approaches are primarily diagnostic and reactive, focusing
on analyzing past sentiments rather than proactively forecasting future trends. This limits their
strategic value in a dynamic market. The absence of an integrated analytical framework capable of
combining deep contextual diagnosis with proactive predictive forecasting represents a significant
methodological gap in analyzing digital logistics service performance in Indonesia.

Table 1. Data on the Number of Digital Logistics Application Downloads

Ranking Applications Number of Downloads
1 Gojek (GoSend) 100 million +
2 J&T Express Indonesia 50 million +
3 Grab (GrabExpress) 15 million +
4 Lalamove 10 million +
5 MyJNE 5 million +
6 Paxel 1 million +
7 Deliveree 1 million +
8 PosAja! 500 thousand +
9 SiCepatExpress 100 thousand +

To overcome these limitations, this research proposes an innovative integrated analytical
framework. This framework uniquely combines two state-of-the-art components: (1) the IndoBERT
model, leveraging its deep bidirectional contextual understanding for accurate diagnostic sentiment
analysis specifically tailored for the Indonesian language, and (2) the Prophet model for proactive
time-series forecasting, capable of incorporating external event impacts (Yaqoob et al., 2023). The
novelty lies in the synergistic integration of these advanced diagnostic and predictive capabilities
within a single, unified framework, designed to provide a holistic and actionable understanding of
user sentiment dynamics for the PosAja! application.

Therefore, the primary objective of this research is to design and empirically validate the
effectiveness of this novel integrated analytical framework, utilizing user reviews from the PosAja!
application as a case study for validation. The main contribution lies in providing a validated and
measurable methodology for logistics companies to leverage predictive sentiment analysis as a real-
time performance indicator, thereby enabling better data-driven decision-making for continuous
service improvement in the digital era.

To process this data, this research is based on the evolution of technology in the field of Natural
Language Processing (NLP). Sentiment analysis is a method used to automatically extract, understand,
and process text data to determine the underlying feelings or attitudes within an opinion (Liu, 2020).
In the context of digital services, this technique is highly useful for evaluating public response to
service quality based on reviews from social media and other digital platforms. Sentiment analysis,
also commonly referred to as opinion mining, is a field of study that analyzes people’s opinions,
sentiments, evaluations, attitudes, and emotions toward entities such as products, services, and topics
(Medhat et al., 2014).

A more granular approach within this field is Aspect-Based Sentiment Analysis (ABSA)
(Draskovic & Milanovic, 2025; Yang et al., 2025), which allows businesses to extract and interpret
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this information to gain detailed insights into specific product and service attributes. The crucial first
step in ABSA is aspect extraction, which aims to pinpoint and extract the critical aspects of a product
or service referenced in the text. This process is conceptually identical to the topic identification
performed in this study. The current state-of-the-art has shifted from classic machine learning methods
like Support Vector Machine (SVM), which, like other methods such as Naive Bayes and Decision
Trees, has limitations in understanding context, towards deep learning models based on the
Transformer architecture (Lin, 2023), such as BERT (Bidirectional Encoder Representations from
Transformers) (Kim, 2022).

In general, deep learning approaches have revolutionized many fields due to their ability to learn
data representations at multiple levels of abstraction (LeCun et al., 2015). This model offers superior
contextual understanding capabilities. This process is conceptually identical to the topic identification
conducted in this study. The use of Transformer-based models such as BERT has been proven highly
effective for Aspect-Based Sentiment Analysis (ABSA), even by constructing auxiliary sentences to
enhance the model’s focus on specific aspects (Akhtar et al., 2019; Imron et al., 2023).

Furthermore, this research also integrates the pillar of Predictive Analytics as a step to move from
diagnostic analysis (what happened) to proactive analysis (what will happen). Sukma Rukmana &
Wiwik Handayani (2023) specifically describe a Service Science Design framework for analyzing
how Customer Experience on the PosAja! application can be engineered to increase user satisfaction.
This aligns with foundational marketing theory, which posits that customer satisfaction is a key
measure of how well a service meets or exceeds user expectations (Jarumaneeroj et al., 2023).

That study underscores that improving application performance is not just a technical matter of
bug fixes, but a strategic effort that must be rooted in a holistic understanding of the user's journey
and perceptions. Although previous research has applied SVM to PosAja! reviews, a research gap
exists in building an integrated, end-to-end analytical framework. To enhance proactive customer
satisfaction prediction, recent research has proposed multimodal learning frameworks that leverage
big data, integrating user behavior, geographic, and product attribute data, to significantly improve
accuracy in consumer satisfaction forecasting across cross-border e-commerce contexts (Zhang &
Guo, 2024). This study fills that gap by combining three technical pillars, (1) high-accuracy sentiment
diagnosis with IndoBERT, (2) automated root cause identification through Topic Modeling (a form
of aspect extraction), and (3) proactive trend forecasting via predictive analysis, which are holistically
aimed at accelerating logistics performance improvement for a strategic state-owned enterprise in
Indonesia.

2. Method

This study employs the Knowledge Discovery in Databases (KDD) method, a systematic process
for extracting valuable insights from large datasets. The KDD process in this study is adapted for the
purpose of sentiment and predictive analysis, which includes five main stages: (1) Data Selection,
(2) Data Pre-processing, (3) Data Transformation, (4) Data Mining, and (5) Evaluation &
Interpretation as shown in Fig. 2.

All of these stages will be implemented using the Python programming language via the Google
Colaboratory platform, with the core IndoBERT model used for text analysis.

2.1. Data Selection

The initial dataset consists of 1200 reviews, which, after being labeled based on the score, are
distributed as follows:

1. 460 Positive reviews (38.3%)
2. 413 Negative reviews (34.4%)
3. 327 Neutral reviews (27.3%)
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This distribution still shows that the number of negative sentiments is significant and nearly
matches the number of positive sentiments, which strengthens the justification for further analysis.
After this cleaning process, a final valid sample of 924 unique user reviews was obtained for analysis.

These 924 reviews are distributed into 354 positive reviews, 318 negative reviews, and 252
neutral reviews. This relatively balanced distribution between the positive and negative sentiment
classes is an ideal condition for training a classification model to reduce potential bias. Nevertheless,
the high number of negative sentiments serves as a strong foundation for conducting an in-depth
investigation into the primary sources of user dissatisfaction. To conduct this investigation accurately,
a reliable classification model is required. Therefore, the next stage is to evaluate the performance of
the pre-trained BERT model to ensure its validity before it is used for further analysis.

PREPARATION ANALYSIS VISUALIZATION

PosAja!

DATA COLLECTION Review Data
Public APl Endpoint
DATA
Website Google Play
Store VISUALIZATION
l Dala Pre-Processing
Scrapping Script AP| l >
Data using Python Review Sentiment Based on Forecasting Based on Version of
Frequently Occuring Words Application
BERT T BERT Vocabulary auenly ?
PosAjal
Reviews Data Normalize, Filtering,
Steamming
MODEL TRAINING SENTIMENT ANALY SIS
PosAjal Reviews =
Dataset .
BERT
B Insight from Data
Visualization
Pre-Trained
BERT Model Trained Fine Tuned BERT i
BERT Model Transformation, Data
Mining, Evaluation

T

Fine Tuned BERT
Model

Analysis
Result

Fig. 2. The proposed method

2.2. Data Processing and Mining Framework

The methodological framework began with a Pre-processing stage to ensure data quality. This
involved cleaning the dataset by handling missing values, such as imputing the app version based on
chronological data, and removing duplicate reviews to obtain a final, valid dataset. The review text
itself was cleaned through a series of steps including case folding and normalization. For the
forecasting analysis, the review data was then aggregated to create a monthly time-series dataset of
negative sentiments.

Following this, the Data Transformation stage restructured the clean data for modeling. The
primary transformation was sentiment labeling, where the 1 — Sstar score was converted into numerical
categories (Negative, Neutral, Positive). Additionally, the app version text was split into numerical
features to enrich the dataset for the classification model.

Finally, the Data Mining stage applied three analytical techniques to the prepared data. First, a
state-of-the-art IndoBERT model was trained for 10 epochs to perform sentiment classification on the
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user reviews. Second, an N-gram frequency analysis was conducted on the negatively classified
reviews to perform topic analysis and identify the root causes of user complaints. Third, a Prophet
time-series model was trained on the monthly negative sentiment data to forecast trends, a model
widely recognized for its effectiveness and applicability in business forecasting applications

(Abdullah et al., 2021), incorporating extra regressors to account for the impact of specific service
disruptions.

3. Results and Discussion
3.1. Model Analysis

The analysis stage in this research begins with a descriptive analysis to understand the
composition and characteristics of the user review dataset. The distribution of the number of reviews
based on manually assigned sentiment labels is presented in Fig. 3.

Summary Of Data Per Label

350 4

250 1

200 1

Jumiah

150 1

100 A

50 -

negatif
netral
positif

Label

Fig. 3. Distribution of User Review Sentiment Labels

From a small total sample of 924 reviews, 354 positive, 318 negative, and 252 neutral reviews
were identified. This relatively balanced distribution between the positive and negative sentiment
classes is an ideal condition for training a classification model to reduce potential bias. Nevertheless,
the high number of negative sentiments serves as a strong foundation for conducting an in-depth
investigation into the primary sources of user dissatisfaction. To conduct this investigation accurately,
a reliable classification model is required. Therefore, the next stage is to evaluate the performance of
the pre-trained BERT model to ensure its validity before it is used for further analysis.

In the pre-processing stage, the sentiment classification model was trained for 10 epochs with the
objective of optimizing its ability to recognize sentiment patterns. The effectiveness of this learning
process was carefully monitored by observing the decrease in the loss value at each epoch. The
consistent decrease in the loss value, as visualized in Fig. 3, indicates that the model successfully
converged and effectively learned the data representation.

After the training process was completed, the model's performance was quantitatively tested on
a test set to assess its ability to classify sentiment on new data. The comprehensive evaluation results,
which include precision, recall, and f1-score metrics for each class, are presented in the form of a
Classification Report in Fig. 4 and Fig. 5.
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Train Loss per Epoch

0.8 4
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0.4
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Fig. 4. Loss Value Graph During Model Training

P classification Report (Tabular):
precision recall fl-score support
Negatif 1.eeee .eeee 1.00eee 74 .0000
Netral ©.8889 .0eee .9412 8.0000
Positif 1.06e0 .9962 -9951 162.e0ee
accuracy ©.9946 .9946 .9946 ©.9946
macro avg ©.9638 .9967 .9788 184.0000
©.9952 .9946 -9947 184.0000

weighted avg

Fig. 5. Classification Report

Overall, the model demonstrated highly satisfactory performance with an accuracy rate reaching
99.5%. To validate the superiority of this result, the model's performance was compared against a
classic machine learning method, Support Vector Machine (SVM), which has been applied in previous
relevant research. The IndoBERT model's accuracy significantly outperforms the SVM model, which
achieved an accuracy of 88.1% in a study on PosAja! application reviews (Ghatora et al., 2024). This
performance gap empirically proves that the Transformer architecture in IndoBERT, with its ability
to understand bidirectional context, is superior in capturing the nuances of user review sentiment
compared to the bag-of-words approach commonly used by SVM.

This indicates that the model is almost always correct in predicting the sentiment of a review.
When analyzed further per class, the model is capable of classifying Negative and Positive sentiments
with near-perfect F1-scores of 1.000 and 0.995, respectively. These values signify that the model is
highly reliable in detecting these two primary sentiments. For the Neutral class, although the metrics
are high, these results must be interpreted with caution. The very small amount of supporting data
(only 8 samples) makes it less representative, and the high performance could be due to the small
amount of data during testing. Based on the combination of a convergent training process and very
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high evaluation metrics, especially for the Negative and Positive classes, the model is deemed highly
feasible and valid. Therefore, this model will be used in the next analysis stage to identify the main
topics from reviews with negative sentiment.

3.2. Negative Sentiment Analysis

After the classification model was validated and proven to have reliable performance in the
previous sub-chapter, the next stage of analysis focuses on answering the main research question:
what are the most frequently expressed complaint topics by application users? For this purpose, the
pre-trained BERT model is applied to filter and analyze reviews that are specifically identified as
having negative sentiment.

To extract complaint topics from these reviews, a word frequency analysis was conducted to
identify the key terms most often used in the context of complaints. The results of this word frequency
analysis on negative reviews are presented visually in Fig. 6.

Top 20 Most Frequent Words in Negative Sentiment

Frequency

= - ; ot o - o e o PR
e qa;'(“ F & F \.5‘::,,0"? Rl
<5

&

dq%
%
4
%

Words

Fig. 6. Top 20 Word Frequency Distribution in Negative Reviews, Highlighting Application and Delivery
Issues

Based on Figure 6, these findings can be interpreted through the lens of Service Quality theory
(Shaiful, 2020; Zeithaml, 1988). Complaints related to "application functionality" (e.g., 'gak masuk,'
‘error’) directly reflect quality dimensions of the digital platform, such as reliability and ease of use.
Meanwhile, complaints surrounding the "delivery process" (e.g., 'paket gak sampai,' 'pengiriman
lama') highlight deficiencies in the core logistics service quality dimension, namely timeliness. This
finding confirms that in the context of e-logistics, customer perception of quality is multidimensional,
encompassing both digital and physical experiences.

3.3. Forecasting Sentiment Analysis

As a further analysis, time-series modeling was conducted to understand the patterns and trends
in the number of negative sentiments over time. The results from the modeling using Prophet are
presented in Fig. 7.

The graph displays the historical data of monthly complaint numbers (black dots) along with the
model's prediction line (blue line) and its uncertainty interval (light blue area). Visually, it can be
observed that the volume of negative sentiment moved in a relatively stable fluctuation pattern from
2020 until the end of 2024. However, a significant anomaly was detected in the period of December
2024 to January 2025, where a very drastic spike in complaints occurred, far exceeding the previous
historical pattern.
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Fig. 7. Negative Sentiment Trend Forecast, showing a Significant Anomaly Correlated with Service
Disruptions

This sharp spike was successfully validated and found to be strongly correlated with real-world
events confirmed by internal parties at Pos Indonesia. Based on the information received, during the
anomalous period, there was a systemic disruption to the Cash on Delivery (COD) feature, which
prevented users from placing orders. In addition, the application also experienced service instability
due to a server maintenance process that caused an 'on/off' condition. The combination of these two
crucial technical problems directly triggered a wave of complaints from users, which is clearly
recorded in the data.

This trend analysis effectively proves that the volume of negative sentiment is a very sensitive
and fast-reacting indicator of technical service stability. This finding underscores how disruptions to
core features or server problems can instantly damage the user experience and be recorded in the
review data. Furthermore, the model projects that if no similar disruptions occur in the future, the
number of complaints is expected to return to a lower, normal level, as shown by the post-spike
prediction line.

A deeper analysis of the forecast model's components, as presented in Fig. 8, can provide further
quantitative evidence. The trend graph (top panel) shows that the long-term trend of negative
sentiment was actually tending to decrease from 2020 to 2025. Meanwhile, the yearly component
(middle panel) identifies a recurring seasonal pattern each year. The most significant is the bottom
panel (extra regressors additive), which isolates the impact of the service disruption. This panel
shows that the drastic spike at the end of 2024 was almost entirely caused by external factors (COD
and server disruptions), not by a change in the natural trend or seasonal patterns. Time-series modeling
quantitatively proves that the volume of complaints is highly responsive to service stability, with a
strong correlation between spikes in negative sentiment and periods of technical service disruptions,
such as problems with the COD feature and servers.
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Fig. 8. Details of the Forecasting of Negative Sentiment Trends for 2020 — 2025

4. Conclusion

This research has successfully designed and validated an integrated analytical framework that is
proven effective for diagnosing problems and predicting customer sentiment trends at PT Pos
Indonesia. The findings show that the fine-tuned IndoBERT model is capable of performing with
99.5% accuracy, validating its capability as a reliable diagnostic tool. The diagnosis identified that the
main user complaints are focused on two crucial areas: application functionality issues and obstacles
in the delivery process. Furthermore, the predictive analysis using Prophet quantitatively proves a
strong correlation between spikes in negative sentiment and periods of technical service disruptions.
The primary contribution of this work is the demonstration that this integrated framework, which
combines high-accuracy diagnostics with predictive forecasting, can serve as a measurable, data-
driven accelerator for improving logistics performance. Based on the research findings, it is
recommended that PT Pos Indonesia prioritize evidence-based improvements in the two areas proven
to be the main sources of complaints: the stability and functionality of the application, as well as the
reliability of core services like COD and delivery timeliness. The analytical framework developed in
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this study can be implemented as an early warning system to proactively detect operational issues by
monitoring shifts in customer sentiment (He et al., 2013), allowing for faster response and mitigation.
This effort should be supported by developing internal human resource capacity in data analytics and
establishing a data-driven feedback loop for continuous improvement.

This study has several limitations. The analysis was based on data from a single source (the
Google Play Store) and the topic identification relied on N-gram frequency rather than more advanced
semantic clustering techniques. These limitations open several avenues for future research.
Subsequent studies could deepen the predictive model by comparing various techniques like machine
learning or digital twins and integrating it with real-time operational data from IoT technologies.
Additionally, it is recommended to conduct a similar analysis on positive sentiment reviews to identify
service strengths and to validate this framework through real-world field experiments to measure its
long-term impact on cost efficiency and customer satisfaction.
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